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#### Abstract

In this work, we introduce a new method for tracking the interfaces among several immiscible fluids. To advance the solution in time, we use a MUSCL-type scheme which couples a partial volume representation with a level set one to build the numerical fluxes. In particular we show the positiveness and conservation properties of this method. Some numerical tests are given to demonstrate the conservativeness and the performances of our method. © 2010 Elsevier Inc. All rights reserved.


## 1. Introduction

In this paper, we describe a multi-fluid tracking method where the fluids are transported by a given velocity field. This method can be used on both structured and unstructured meshes, it has good conservation properties and it provides a quick and smooth reconstruction of the interfaces. Finally, it is robust with respect to topological changes.

Many techniques regarding the two-fluid problem are reported in the literature but they cannot often be extended readily to a multi-fluid problem and, moreover, they do not match our requirements listed above. Tracking methods can be roughly subdivided into two categories: the Lagrangian and Eulerian ones. The former track the interfaces explicitly, while the latter reconstruct them with a post-processing procedure.

Among the many Lagrangian tracking algorithms (see, for instance, [5,16,22,32]), some move all the nodes of the volume mesh. Some others, on the contrary, track just the interface points and reconstruct the mesh in the interior at every time step, or whenever necessary. The Lagrangian approach presents some difficulties, particularly in three-dimensional computations, such as the treatment of possible, physical or numerically induced, topological changes. Furthermore, sophisticated adaption algorithms have to be used to preserve the mesh quality and, if a topological change occurs, complex topology correction algorithms are needed (see, for instance, the one in [18]). Moreover it is almost impossible to prove the algorithm robustness with respect to all topological changes that may happen in complex and realistic 3D situations. Some works, for example $[26,31]$, have been proposed to tackle the topological change problem. These approaches adopt a fixed background grid for the solution of a geometry regularization equation. However, they apply only to two-fluid simulations and are not mass-preserving.

Though the Lagrangian methods have an explicit and immediate representation of the interfaces (see [12,16,22,32]), they are not conservative. There are works, like [17], which present procedures to enforce mass conservation, but fail to be robust for topological changes.

[^0]The complexity of Lagrangian methods triggered the development of the Eulerian implicit tracking methods; an overview can be found in $[6,13]$. Let us remind the most effective methods, namely, the volume of fluid (VOF) and the level-set (LS). Some mixed Eulerian-Lagrangian methods exist, such as the ALE methods [8] or the particle methods [19], but often they are not robust with respect to topological changes. The LS $[9,19,25,27,28]$ is a robust method and it is easy to code. But, in many cases, it does not fit the multi-fluid framework and, in general, it does not conserve the mass. A few papers are devoted to the multi-fluid simulation (see, for instance, $[11,33,34]$ ) however, the first two works are specifically designed for curvature-driven flows and they cannot be easily adapted to an advective-driven case, where the velocity field is given. In [34] a nested LS structure is used. However, though effective, this technique is not mass conservative.

Many works are devoted to fix the LS non conservativeness, like [21,29], yet all of them consider only the case of two fluids. The mass conservation issue can be partially solved by refining the grid adaptively, as pointed out in [1,2].

VOF methods are mass conservative by construction and relatively robust, although they are usually designed to track only two fluids (see, for instance, [23]) and furthermore they have, in general, an irregular reconstruction of the interfaces. Moreover, VOF methods often require a structured grid. Interface reconstruction, using VOF methods, is a major topic and many works, such as $[3,4]$ are devoted to it.

To overcome the drawbacks of LS and VOF methods many coupled techniques have been developed. For instance in [10] a coupled LS-particle approach is used. Though effective and nearly conservative, this scheme does not seem to be readily applicable to the multi-fluid case. In $[21,29,30]$ some coupled LS-VOF methods have been developed. These schemes are designed to combine the best features of the two methods. However, these coupling schemes usually rely on VOF structured grids and they cannot be easily extended to unstructured grids. One of the most applicable techniques for multi-fluid simulations is the partial volume tracking method (VT) which consists in discretizing, with high order schemes, the volume transport equation. This approach is very similar to the VOF one, however there is no explicit reconstruction of the interfaces. The VOF can be seen as a sub-case of the VT, and in many cases the VOF method itself is called VT method (see [6]). This approach has a moderate success, since the discontinuous initial solutions are quickly diffused even if high resolution methods are used.

In this work, we are interested in exploiting both the partial volume representation and the level set representation. A simple coupling strategy is used: the level set is defined as the first degree interpolation on the dual grid of the partial volumes. This coupling enables, with the solution of only one set of partial differential equations, to access to both the VT and LS representations. Our LS functions are usually steeper than the signed distance functions and a proper finite volume scheme is provided to cope with this kind of steep LS functions.

Let us now briefly review the structure of the paper: in Section 2 we give an outline of our method, in Sections 3 and 4 we analyze the method and we outline some of its properties. In Section 5 we give some details of the numerical techniques adopted and we also analyze theoretically the method performances. In Section 6 we introduce a proper reconstruction algorithm for the level set function and in the last section we describe some numerical results and we show our method performances both in the two-fluid case and in the multi-fluid case.

## 2. The method

We consider a domain $\Omega \subset \mathbb{R}^{d}$, where $d=1,2,3$, with a regular boundary $\partial \Omega$; this domain is filled with $n_{s}$ immiscible fluid species, such that every subdomain $\Omega_{i} \subset \Omega$, corresponding to a species, does not overlap with the others, i.e., $\Omega_{i} \cap \Omega_{j}=0$ if $i \neq j$ and $\bar{\Omega}=\bigcup_{i=0}^{n_{s}} \bar{\Omega}_{i}$, see Fig. 1. The subdomains $\Omega_{i}$ depend on time, i.e., $\Omega_{i}=\Omega_{i}(t)$, since they are advected by a time dependent velocity field $\vec{u}(t, \vec{X})$, where $\vec{X} \in \Omega(t)$ and $t \geqslant 0$, whose trace on $\partial \Omega$ has zero normal component, i.e., $\vec{u} \cdot \vec{n}=0$ on $\partial \Omega$, being $\vec{n}$ the boundary normal unit vector. Other boundary conditions can be considered, however, for the sake of simplicity only the free slip condition is adopted in this work. We also assume that $\vec{u}$ is sufficiently regular, in particular we assume, at each time $t, \vec{u}(t, \vec{X}) \in H^{1}(\Omega)$. For $i=0, \ldots, n_{s}$ we define $\lambda_{i}^{0} \in L^{2}(\Omega)$ as the characteristic function of subdomain $\Omega_{i}$ at initial time, i.e.

$$
\lambda_{i}^{0}(\vec{X})= \begin{cases}1, & \text { if } \vec{X} \in \Omega_{i}(t) \\ 0, & \text { if } \vec{X} \notin \Omega_{i}(t)\end{cases}
$$



Fig. 1. Domain $\Omega$ and its subdomains $\Omega_{i}$.

Therefore, the following relation holds: $\sum_{i=1}^{n_{s}} \lambda_{i}^{0}=1$ almost everywhere in $\Omega$. The VT equation for a given vector field $\vec{u}$ is

$$
\left\{\begin{array}{l}
\frac{\partial \lambda_{i}}{\partial t}+\vec{\nabla} \cdot\left(\lambda_{i} \vec{u}\right)-\lambda_{i}(\vec{\nabla} \cdot \vec{u})=0, \quad t>0, i=1, \ldots, n_{s}  \tag{1}\\
\lambda_{i}=\lambda_{i}^{0}, \quad t=0
\end{array}\right.
$$

where $\lambda_{i}(t, \cdot) \in L_{\Omega}^{2}$ is a weak solution of (1). This equation is equivalent to the transport equation

$$
\begin{equation*}
\frac{\partial \lambda_{i}}{\partial t}+\vec{u} \cdot \vec{\nabla} \lambda_{i}=0 \tag{2}
\end{equation*}
$$

We have considered Eq. (1) instead of (2) because its corresponding discrete form is simpler to analyze.
Problem (1) has some properties we wish to recall.
Proposition 1. If the initial condition satisfies $\sum_{i=1}^{n_{s}} \lambda_{i}^{0}=1$ almost everywhere in $\Omega$, then $\sum_{i=1}^{n_{s}} \lambda_{i}=1$ almost everywhere in $\Omega$ for $\forall t>0$.

Proof. We can proceed formally by summing up the ith equations in (1), obtaining

$$
\begin{equation*}
\frac{\partial}{\partial t}\left(\sum_{i=1}^{n_{s}} \lambda_{i}\right)+\vec{\nabla} \cdot\left(\vec{u} \sum_{i=1}^{n_{s}} \lambda_{i}\right)-(\vec{\nabla} \cdot \vec{u}) \sum_{i=1}^{n_{\mathrm{s}}} \lambda_{i}=0 \tag{3}
\end{equation*}
$$

By inspection it can be verified that $\sum_{i=1}^{n_{s}} \lambda_{i}=1, \forall t \geqslant 0$, is a solution of (3) and that it satisfies the initial condition. Since (3) is a linear advection equation it has a unique solution.

Proposition 2. If the initial condition satisfies $0 \leqslant \lambda_{i}^{0} \leqslant 1$ almost everywhere in $\Omega$ and the velocity field $\vec{u}(t, \vec{X})$ is Lipschitz continuous uniformly on $t$ for $\vec{X} \in \Omega$, then $0 \leqslant \lambda_{i} \leqslant 1, \forall t>0$, almost everywhere in $\Omega$.

Proof. It is a standard characteristic theory argument, see [14].
Let us now consider the definition of a level set description of the same subdomains. We define $\phi_{i}: \mathbb{R}^{+} \times \bar{\Omega} \rightarrow \mathbb{R}$, with $\phi_{i}(t, \cdot) \in \mathbb{C}^{0}(\bar{\Omega}) \quad \forall t>0, i=1, \ldots, n_{s}$, some level set functions such that $\Omega_{i}(t)=\left\{\vec{X} \in \bar{\Omega}: \phi_{i}(t, \vec{X})>\frac{1}{2}\right\}$ and consequently $\partial \Omega_{i}(t)=\left\{\vec{X} \in \bar{\Omega}: \phi_{i}(t, \vec{X})=\frac{1}{2}\right\}$. This particular value of the set has been chosen because it will be useful when we find an analogy between the discrete forms of LS and the VT equations. We can write the following evolution equation for each $\phi_{i}$

$$
\left\{\begin{array}{l}
\frac{\partial \phi_{i}}{\partial t}+\vec{\nabla} \cdot\left(\phi_{i} \vec{u}\right)-\phi_{i}(\vec{\nabla} \cdot \vec{u})=0, \quad t>0  \tag{4}\\
\phi_{i}=\phi_{i}^{0}, \quad t=0
\end{array}\right.
$$

by which, at all times, $\lambda_{i}=H\left(\phi_{i}-\frac{1}{2}\right)$, where

$$
H(\varrho)= \begin{cases}1 & \text { if } \varrho>0 \\ 0 & \text { otherwise }\end{cases}
$$

is the Heaviside function and $\phi_{i}^{0}$ is the initial condition. In other words, at the continuous level, Eqs. (1) and (4) are two equivalent ways to describe the interface motion. However, in the discrete setting, we will use two different spaces for $\lambda_{i}$ and $\phi_{i}$.

We now introduce the discrete form of the equations: let $\mathscr{T}_{\Delta}$ be a conforming (structured or unstructured) grid on $\Omega$ made of either simplex or quad elements. The grid $\mathscr{T}_{\Delta}$ has $n_{e}$ elements indicated by $e_{r}, r=1, \ldots, n_{e}$ and $n_{p}$ nodes denoted by $\vec{x}_{k}, k=1, \ldots, n_{p}$. Let $\Delta$ be the maximum diameter of the elements. Consider the dual mesh made of $n_{c}=n_{p}$ cells $\tau_{k}, k=1, \ldots, n_{c}$, centered on the nodes $\vec{x}_{k}$, and built by connecting the barycenters of the elements to the barycenters of the faces, see Fig. 2. Let $\mathbb{\square}_{k}=\left\{k_{j}, j=1, \ldots,\left|\square_{k}\right|\right\}$ be the set of the indexes of the cells surrounding cell $\tau_{k}$, and let $\left\{\tau_{k_{j}}\right\}, j=1, \ldots,\left|\left.\right|_{k}\right|$, be the set of cells surrounding $\tau_{k}$. The common surface between $\tau_{k}$ and $\tau_{k_{j}}$ is indicated by $l_{k}$. We also indicate by $l$ the index such that, given the indexes $k$ and $j, l: l_{k_{j}}^{l}=l_{k}^{j}$. In other words, every interface between the cells $\tau_{k}$ and $\tau_{k_{j}}$ can be identified by two indices $j$ and $\imath$, respectively, depending on whether it is a face of $\tau_{k}$ or $\tau_{k_{j}}$ : see Fig. 2 .


Fig. 2. An example of unstructured (a), and structured (b), two-dimensional meshes with the dual meshes (dotted). The $j$ th neighboring cell of $\tau_{k}$ is $\tau_{k_{j}}$, the common interface between $\tau_{k}$ and $\tau_{k_{j}}$ is called $l_{k}^{j}$. There exists a $\imath$ such that the $t$ th interface of $\tau_{k_{j}}$ is equal to $l_{k}^{j}$.

For the sake of clarity, in this work we will adopt the following convention: the index $i$ always refers to the fluid species, $k$ to the cell related quantities, $j$ to the interface related values, $r$ to the elements, and $n$ to the time steps. Let us introduce the semi-discrete counterparts of $\lambda_{i}$ and $\phi_{i}$ denoted by $\lambda_{i, \Delta}(t) \in \mathbb{V}^{0}$ and $\phi_{i, \Delta}(t) \in \mathbb{V}^{1}$, respectively, where $\mathbb{V}^{0}=\left\{\lambda \in L^{2}(\Omega)\right.$ : $\left.\left.\lambda\right|_{\tau_{k}} \in \mathbb{P}^{0}\left(\tau_{k}\right), k=1, \ldots, n_{c}\right\}, \mathbb{V}^{1}=\left\{\phi \in \mathbb{C}^{0}(\Omega):\left.\phi\right|_{e_{r}} \in \mathbb{Q}^{1}\left(e_{r}\right), r=0, \ldots, n_{c}\right\}$ in the case of a rectangular grid and $\mathbb{V}^{1^{k}}=\left\{\phi \in \mathbb{C}^{0}(\Omega):\left.\phi\right|_{e_{r}} \in \mathbb{P}^{1}\left(e_{r}\right), r=0, \ldots, n_{c}\right\}$ on a simplicial mesh. Here $\mathbb{P}^{s}(\Omega)$ denotes the space of polynomials of order at most $s$ on $\Omega$ and $\mathbb{Q}^{s}(\Omega)$ is the space of the tensor product of polynomials of order at most $s$. We consider the canonical basis $\left\{\vartheta_{k}^{0}\right\}$ for $\mathbb{V}^{0}$ and $\left\{\vartheta_{k}^{1}\right\}$ for $\mathbb{V}^{1}$, therefore

$$
\begin{equation*}
\lambda_{i, \Delta}(t, \vec{X})=\sum_{k=1}^{n_{p}} \lambda_{i, k}(t) \vartheta_{k}^{0}(\vec{X}), \quad \phi_{i, \Delta}(t, \vec{X})=\sum_{k=0}^{n_{c}} \phi_{i, k}(t) \vartheta_{k}^{1}(\vec{X}), \tag{5}
\end{equation*}
$$

where $\lambda_{i, k}$ is the mean volume fraction of the species $i$ in the cell $\tau_{k}$ (we will denote, from now on, $\lambda_{i, k}$ as the composition) and $\phi_{i, k}$ are the values of the discrete level set function at node $\vec{\chi}_{k}$.

We introduce a rather simple coupling between LS and VT equations, by choosing the level set function as the piecewise linear interpolation from the dual mesh to the original one, i.e., $\phi_{i, \Delta}=\mathbf{I}_{\Delta}^{1} \lambda_{i, \Delta}$ where $\mathbf{I}_{\Delta}^{1}: \mathbb{V}^{0} \rightarrow \mathbb{V}^{1}$ is the linear interpolation operator on the $\mathscr{T}_{\Delta}$ grid. In other terms, we set

$$
\begin{equation*}
\phi_{i, k}=\lambda_{i, k} \quad k=1, \ldots, n_{p}, \quad i=1, \ldots, n_{s} \tag{6}
\end{equation*}
$$

The evolution of the interfaces is carried out through the advancement of $\lambda_{i, \Delta}$ by a discrete version of (1), using the information carried by $\phi_{i, \Delta}$ to build the numerical fluxes. Finally, we reconstruct the level set as a post-processing. Therefore, with the solution of only a set of PDE's, we get both the partial volume and the level set representations. This choice implies an error concerning the representation of the initial conditions as, in general, given an initial condition $\lambda_{i, \Delta}(0, \vec{X})$ then $\lambda_{i, \Delta}(0, \vec{X}) \neq H\left(\phi_{i, \Delta}(0, \vec{X})-\frac{1}{2}\right)$. This difference can be bounded as we state in the following:

Proposition 3. Let us assume that $\lambda \in \mathbb{V}^{0}$ and has the image in the set $\{1,0\}$. Moreover, let us consider $\phi=\mathbf{I}_{\Delta}^{1} \lambda$. Then

$$
\int_{\Omega}\left(\lambda-H\left(\phi-\frac{1}{2}\right)\right)=O(\Delta) .
$$

Proof. Let $S_{b}=\left\{k \in\left[1, n_{c}\right]: \int_{\tau_{k}}\left(\lambda-H\left(\phi-\frac{1}{2}\right)\right) \neq 0\right\}$. Since this set is also the set of the cells that are crossed by the boundary of $\Omega_{i}$, its cardinality is $O\left(\Delta^{1-d}\right)$. Moreover $\int_{\tau_{k}}\left(\lambda-H\left(\phi-\frac{1}{2}\right)\right)=O\left(\Delta^{d}\right) \forall k \in S_{b}$, therefore $\int_{\Omega}\left(\lambda-H\left(\phi-\frac{1}{2}\right)\right)=O\left(\Delta^{1-d}\right) O\left(\Delta^{d}\right)$ and we obtain the thesis.

We use a finite volume method together with an explicit Euler scheme to advance $\lambda_{i, \Delta}$

$$
\begin{equation*}
\lambda_{i, k}^{n+1}=\left(1+D_{\Delta, k}^{n}\right) \lambda_{i, k}^{n}-\sum_{j=1}^{\left|c_{k}^{C}\right|} F_{i, k}^{n, j} \tag{7}
\end{equation*}
$$

where $\lambda_{i, k}^{n}=\lambda_{i, k}\left(t^{n}\right)$ and $t^{0}, t^{1}, \ldots, t^{n}, t^{n+1}, \ldots$ is a sequence of time steps with $t^{n+1}=t^{n}+\Delta t^{n}$. The quantity $D_{\Delta, k}^{n}=\sum_{j=1}^{\left|u_{k}^{c}\right|} v_{k}^{n, j}$ is the dimensionless discrete divergence factor of element $\tau_{k}$ (i.e., $D_{\Delta, k}^{n}$ is the discrete approximation of $\frac{\Delta t^{n}}{\left|\tau_{k}\right|} \oint_{\partial \tau_{k}} \vec{u} \cdot \vec{n}$ ) and

$$
v_{k}^{n, j}=\frac{\Delta t^{n}}{\left|\tau_{k}\right|} \int_{V_{k}} \vec{u} \cdot \vec{n}
$$

is a dimensionless quantity which can be considered as the interface Courant number. Finally,

$$
\begin{equation*}
F_{i, k}^{n, j}=v_{k}^{n, j} \Phi\left(\hat{\lambda}_{i, k}^{n, j}, \widehat{\lambda}_{i, k_{j}}^{n, l}\right) \tag{8}
\end{equation*}
$$

are the interface fluxes, where $\Phi\left(\widehat{\lambda}_{i, k}^{n, j}, \hat{\lambda}_{i, k_{j}}^{n, l}\right)$ is the upwind function

$$
\Phi\left(\hat{\lambda}_{i, k}^{n, j}, \hat{\lambda}_{i, k_{j}}^{n, l}\right)=\left\{\begin{array}{l}
\hat{\lambda}_{i, k}^{n, j} \text { if } v_{k}^{n, j} \geqslant 0  \tag{9}\\
\hat{\lambda}_{i, k_{j}}^{n, l} \text { if } v_{k}^{n, j}<0
\end{array}\right.
$$

where $\hat{\lambda}_{i, k}^{n, j}, \widehat{\lambda}_{i, k_{j}}^{n, l}$ are suitable approximations of the composition $\lambda_{i, \Delta}^{n}$ on the faces $l_{k}^{j}$ and $l_{k_{j}}^{l}$, respectively: see Fig. 3 .
The stability of method (7) entails the following time step restriction:

$$
\begin{equation*}
\Delta t^{n} \leqslant \frac{\left|\tau_{k}\right|}{\left|0_{k}\right|} \frac{1}{\left|\int_{i_{k}} \vec{u} \cdot \vec{n}\right|} \quad k=1, \ldots, n_{c}, j=1, \ldots,\left|0_{k}\right|, \tag{10}
\end{equation*}
$$

that is

$$
\begin{equation*}
\left|v_{k}^{n, j}\right| \leqslant \frac{1}{\left|0_{k}\right|} \quad k=1, \ldots, n_{c}, j=1, \ldots,\left|\left.\right|_{k}\right| \tag{11}
\end{equation*}
$$



Fig. 3. An example of the boundary compositions $\hat{\lambda}_{i, k}^{n, j}$ and $\hat{\lambda}_{i, k_{j}}^{n, l}$ on an unstructured (a), and structured (b) grid. The first one is an approximation of the composition from inside $\tau_{k}$ while the other one is an approximation from the neighboring cell $\tau_{k_{j}}$.

To define $\hat{\lambda}_{i, k}^{n j}$ we have used the following relation

$$
\begin{equation*}
\widehat{\lambda}_{i, k}^{n, j}=\lambda_{i, k}^{n}+\delta \lambda_{i, k}^{n, j}, \tag{12}
\end{equation*}
$$

where $\delta \lambda_{i, k}^{n j}$ is determined by defining the average of the set on the interfaces $\phi_{i, k}^{n, j}=\frac{1}{\left|p_{k}^{j}\right|} \int_{j_{k}} \phi_{i, \Delta}\left(t^{n}, \vec{X}\right)$ and solving the following constrained minimization problem

$$
\left\{\begin{array}{l}
\min _{\delta i n, j} \frac{1}{2} \sum_{i=1}^{n_{s}}\left(\lambda_{i, k}^{n}-\phi_{i, k}^{n, j}+\delta \lambda_{i, k}^{n, j}\right)^{2},  \tag{13}\\
\sum_{i=1}^{n_{s}} \delta \lambda_{i, k}^{n, j}=0, \\
\delta \lambda_{i, k, \min }^{n \cdot j} \leqslant \delta \lambda_{i, k}^{n \cdot j} \leqslant \delta \lambda_{i, k, \max }^{n, j}
\end{array}\right.
$$

where

$$
\left\{\begin{array}{l}
\delta \lambda_{i, k, \min }^{n, j}=-\lambda_{i, k}^{n},  \tag{14}\\
\delta \lambda_{i, k, \max }^{n_{j}, j}=\min \left(\frac{\left(1+D_{\Delta, k}^{n}\right)-v_{k}^{n j}| |_{k} \mid}{v_{k}^{j, j}\left|\|_{k}\right|} \lambda_{i, k}^{n}, 1-\lambda_{i, k}^{n}\right) .
\end{array}\right.
$$

In other words, the interface states $\hat{\lambda}_{i, k}^{n j}$ are best fit approximations of the local level set functions. Problem (13) has to be solved for all $k=1, \ldots, n_{c}$ and for all $j \in J_{k}$, where $\rrbracket_{k}=\left\{j \in\left[1,\left|\square_{j}^{C}\right|\right]: v_{k}^{n . j} \geqslant 0\right\}$ is the set of the indices of the outflow faces $l_{k}^{j}$ of the $k$ th cell. And therefore the upwind function (8) selects only the upwind state, we can avoid to compute the downwind flux thus reducing the computational burden.

## 3. Analysis of the method

Proposition 4. If $0 \leqslant \lambda_{i, \Delta}^{n} \leqslant 1$ and if $v_{k}^{n . j} \geqslant 0$ (i.e. we are considering an outflow face), then problem (13) has a unique solution.

Proof. We point out that the bound $0 \leqslant \lambda_{i, \Delta}^{n} \leqslant 1$ will be proved shortly and we will consider only an outflow face since (13) is solved only for the faces characterized by $v_{k}^{n, j} \geqslant 0$.

First of all we will show that the feasible region for the $\delta \lambda_{i, k}^{n, j}$, defined by the constraints in problem (13), is a convex, nonempty subset of $\mathbb{R}^{n_{s}}$. Since the first of (13) is a convex minimization problem, we can conclude (see [20]) that the problem has a unique solution.

As we have stated previously, the feasible region is nonempty, in fact, we can bound all the terms in (14):

$$
\begin{equation*}
\delta \lambda_{i, k, \text { min }}^{n \cdot j}=-\lambda_{i, k}^{n} \leqslant 0 \tag{15}
\end{equation*}
$$

and

$$
\begin{equation*}
1-\lambda_{i, k}^{n} \geqslant 0 \tag{16}
\end{equation*}
$$

Then using (11)

$$
D_{\Delta, k}^{n}=\sum_{j=1}^{\left|0_{k}\right|} v_{k}^{n, j} \geqslant \sum_{j \neq \rrbracket_{k}} v_{k}^{n, j} \geqslant-\sum_{j \neq \rrbracket_{k}} \frac{1}{\left|\square_{k}\right|}=-\frac{\left|0_{k}\right|-\left|\rrbracket_{k}\right|}{\left|0_{k}\right|} .
$$

Finally, we bound the second term in the second equation of (14):

$$
\frac{\left(1+D_{\Delta, k}^{n}\right)-v_{k}^{n, j}\left|J_{k}\right|}{v_{k}^{n, j}\left|J_{k}\right|} \lambda_{i, k}^{n} \geqslant \frac{1-\frac{\left|\mathbb{D}_{k}\right|-\left|J_{k}\right|}{\left|\nabla_{k}\right|}-v_{k}^{n, j}\left|J_{k}\right|}{v_{k}^{n, j}\left|J_{k}\right|} \lambda_{i, k}^{n}=\frac{\left|\mathbb{J}_{k}\right|-v_{k}^{n, j}\left|\mathbb{J}_{k}\right|\left|0_{k}\right|}{v_{k}^{n, j}\left|\rrbracket_{k}\right|\left|0_{k}\right|} \lambda_{i, k}^{n}=\frac{1-v_{k}^{n, j}\left|0_{k}\right|}{v_{k}^{n, j}\left|0_{k}\right|} \lambda_{i, k}^{n} .
$$

Then, from (11), we obtain that

$$
\begin{equation*}
\frac{\left(1+D_{\Delta, k}^{n}\right)-v_{k}^{n, j}\left|\mathbb{J}_{k}\right|}{v_{k}^{n, j}\left|\mathbb{D}_{k}\right|} \lambda_{i, k}^{n} \geqslant 0 \tag{17}
\end{equation*}
$$

and consequently using (16) and (17) we have $\delta \lambda_{i, k, \max }^{n, j} \geqslant 0$. Therefore, considering (15), we get that the feasible set is not empty.

Let us now prove the convexity of the feasible region. Consider two vectors $\delta_{i}, \zeta_{i}$ with $i=1, \ldots, n_{s}$ belonging to the feasible region. Let $\alpha \delta_{i}+(1-\alpha) \zeta_{i}$, with $\alpha \in[0,1]$, be a convex combination of the vectors. We have to show that the linear combination belongs to the feasible region. We have

$$
\left\{\begin{array}{l}
\sum_{i=1}^{n_{5}}\left(\alpha \delta_{i}+(1-\alpha) \zeta_{i}\right)=\alpha \sum_{i=1}^{n_{s}} \delta_{i}+(1-\alpha) \sum_{i=1}^{n_{s}} \zeta_{i}=0 \\
\left(\alpha \delta_{i}+(1-\alpha) \zeta_{i}\right) \leqslant \alpha \delta \lambda_{i, k, \max }^{n, j}+(1-\alpha) \delta \lambda_{i, k, \max }^{n, j}=\delta \lambda_{i, k, \max }^{n . j} \\
\left(\alpha \delta_{i}+(1-\alpha) \zeta_{i}\right) \geqslant \alpha \delta \lambda_{i, k, \min }^{n, j}+(1-\alpha) \delta \lambda_{i, k, \min }^{n_{j}, j}=\delta \lambda_{i, k, \min }^{n . j}
\end{array}\right.
$$

This completes the proof.

Proposition 5. The method defined by (12)-(14) is positive, i.e. $\lambda_{i, k}^{n} \geqslant 0, \forall n, i=1, \ldots, n_{s}, k=1, \ldots, n_{c}$.

Proof. Let us proceed by induction. We suppose $\lambda_{i, k}^{n} \geqslant 0$, then using (7) we get

$$
\lambda_{i, k}^{n+1}=\left(1+D_{\Delta, k}^{n}\right) \lambda_{i, k}^{n}-\sum_{j=1}^{\left|\left|C_{k}^{C}\right|\right.} F_{i, k}^{n, j} \geqslant\left(1+D_{\Delta, k}^{n}\right) \lambda_{i, k}^{n}-\sum_{j \in \cup_{k}} F_{i, k}^{n, j},
$$

and combining it with Eqs. (8) and (12) we obtain

$$
\lambda_{i, k}^{n+1} \geqslant\left(1+D_{\Delta, k}^{n}\right) \lambda_{i, k}^{n}-\sum_{j \in \unlhd_{k}} v_{k}^{n, j}\left(\lambda_{i, k}^{n}+\delta \lambda_{i, k}^{n, j}\right)=\left(1+D_{\Delta, k}^{n}\right) \lambda_{i, k}^{n}-\lambda_{i, k}^{n} \sum_{j \in \cup_{k}} v_{k}^{n . j}-\sum_{j \in \cup_{k}} v_{k}^{n, j} \delta \lambda_{i, k}^{n . j} .
$$

Finally, using (14), we have

$$
\begin{aligned}
\lambda_{i, k}^{n+1} \geqslant & \left(1+D_{\Delta, k}^{n}\right) \lambda_{i, k}^{n}-\lambda_{i, k}^{n} \sum_{j \in Ј_{k}} v_{k}^{n, j}-\sum_{j \in \unlhd_{k}} \frac{\left(1+D_{\Delta, k}^{n}\right)-v_{k}^{n, j}\left|\rrbracket_{k}\right|}{\left|\searrow_{k}\right|} \lambda_{i, k}^{n}=\left(1+D_{\Delta, k}^{n}\right) \lambda_{i, k}^{n}-\lambda_{i, k}^{n} \sum_{j \in ป_{k}} v_{k}^{n, j}-\left(1+D_{\Delta, k}^{n}\right) \lambda_{i, k}^{n} \\
& +\lambda_{i, k}^{n} \sum_{j \in Ј_{k}} v_{k}^{n, j}=0 .
\end{aligned}
$$

And, since $\lambda_{i, \Delta}^{0} \geqslant 0$, the proof follows.

Proposition 6. The sum of partial volumes, on every cell at every time step, equals one

$$
\begin{equation*}
\sum_{i=1}^{n_{s}} \lambda_{i, k}^{n}=1 \forall n, \quad k=1, \ldots, n_{c} \tag{18}
\end{equation*}
$$

Analogously the sum of the level set functions is everywhere equal to one

$$
\sum_{i=1}^{n_{\mathrm{s}}} \phi_{i, \Delta}^{n}=1 \quad \forall n
$$

Proof. Let us use the induction principle. At $n=0$, condition (18) is satisfied and we assume that the condition is satisfied at time $t^{n}$. We have

$$
\begin{equation*}
\sum_{i=1}^{n_{s}} \lambda_{i, k}^{n+1}=\sum_{i=1}^{n_{s}}\left[\left(1+D_{\Delta, k}^{n}\right) \lambda_{i, k}^{n}-\sum_{j=1}^{\left|u_{k}^{C}\right|} F_{i, k}^{n, j}\right]=\left(1+D_{\Delta, k}^{n}\right)-\sum_{i=1}^{n_{s}} \sum_{j=1}^{\left|0_{k}^{c}\right|} v_{k}^{n, j} \Phi\left(\hat{\lambda}_{i, k}^{n, j} \hat{\lambda}_{i, k_{j}}^{n, l}\right) \tag{19}
\end{equation*}
$$

From the second equation of (7) and from the inductive hypothesis we have

$$
\sum_{i=1}^{n_{s}} \hat{\lambda}_{i, k}^{n, j}=\sum_{i=1}^{n_{s}} \lambda_{i, k}^{n}+\delta \lambda_{i, k}^{n}=1
$$

and therefore

$$
\begin{equation*}
\sum_{i=1}^{n_{s}} \Phi\left(\widehat{\lambda}_{i, k}^{n, j}, \hat{\lambda}_{i, k_{j}}^{n, l}\right)=1 \tag{20}
\end{equation*}
$$

Then, plugging (20) into (19), we get

$$
\sum_{i=1}^{n_{s}} \lambda_{i, k}^{n+1}=\left(1+D_{\Delta, k}^{n}\right)-\sum_{j=1}^{\left|v_{k}^{c}\right|} v_{k}^{n, j}
$$

Recalling that $D_{\Delta, k}^{n}=\sum_{j=1}^{\left|p_{k}^{C}\right|} v_{k}^{n, j}$, we obtain the first part of the thesis.
Finally, since $\phi_{i, \Delta}^{n}=\sum_{k=1}^{n_{c}} \lambda_{i, k}^{n} \vartheta_{k}^{1}$, we get

$$
\sum_{i=1}^{n_{s}} \phi_{i, \Delta}^{n}=\sum_{i=1}^{n_{s}} \sum_{k=1}^{n_{c}} \lambda_{i, k}^{n} \vartheta_{k}^{1}=\sum_{k=1}^{n_{c}} \vartheta_{k}^{1}=1
$$

We can also show a consistency result of the interface fluxes. Let $\psi: \lambda_{i, k}^{n}, \lambda_{i, k_{0}}^{n}, \ldots, \lambda_{i, k_{\mathbb{k}_{k}}}^{n} \rightarrow \hat{\lambda}_{i, k}^{n j}$ be the map from the composition of the $k$ th cell $\lambda_{i, k}^{n}$ and from the compositions of its neighboring cells $\lambda_{i, k_{j}}^{n}, j=1, \ldots,\left|\left.\right|_{k}\right|$, to the $j$ th interface composition of the $k$ th cell i.e.

$$
\hat{\lambda}_{i, k}^{n j}=\psi\left(\lambda_{i, k}^{n}, \lambda_{i, k_{1}}^{n}, \ldots, \lambda_{i, k_{\left|\left.\right|_{k}\right|}}^{n}\right)
$$

Then we can show that

Proposition 7. If $\lambda_{i, k_{j}}^{n}=\lambda_{i, k}^{n}, \quad j=1, \ldots,\left|\left.\right|_{k}\right|$, then

$$
\lambda_{i, k}^{n}=\psi\left(\lambda_{i, k}^{n}, \lambda_{i, k_{1}}^{n}, \ldots, \lambda_{\left.i, k_{\|_{k}}\right)}^{n}\right)
$$

Proof. In this particular case we have $\phi_{i, k}^{n, j}=\lambda_{i, k}^{n}, \quad j=1, \ldots,\left|\left.\right|_{k}\right|$ and furthermore the optimal solution of (7) is $\delta \lambda_{i, k}^{n, j}=0$. Actually this solution minimizes the objective function and clearly satisfies the equality constraint: in fact, from Proposition 4, we also know that $\delta \lambda_{i, k}^{n, j}=0$ is always in the feasible set.

Then, from (8) and (9), we get that the numerical flux is consistent too.
Finally, we can also prove the following statement:
Proposition 8. Every discrete subdomain $\Omega_{i, \Delta}, i=1, \ldots, n_{s}$, does not overlap with the others, i.e.

$$
\Omega_{i, \Delta}(t) \cap \Omega_{j, \Delta}(t)=\emptyset, \quad i=1, \ldots, n_{s}, \quad j=1, \ldots, n_{s}, j \neq i, \forall t>0
$$

and, given a subregion $\widetilde{\Omega}$ containing only two species identified by the indices $i_{1}$, $i_{2}$, we have

$$
\overline{\widetilde{\Omega}}_{i_{1}, \Delta} \cup \overline{\widetilde{\Omega}}_{i_{2}, \Delta}=\overline{\widetilde{\Omega}}
$$

where $\overline{\widetilde{\Omega}}_{i_{1}, \Delta}=\bar{\Omega}_{i_{1}, \Delta} \cap \widetilde{\Omega}$ and $\overline{\widetilde{\Omega}}_{i_{2}, \Delta}=\bar{\Omega}_{i_{2}, \Delta} \cap \widetilde{\Omega}$.
Proof. If $\vec{X} \in \Omega_{i, \Delta}(t)$, then $\phi_{i, \Delta}(t, \vec{X})>\frac{1}{2}$, therefore from proposition (6) we get

$$
\sum_{j=1, j \neq i}^{n_{s}} \phi_{i, \Delta}(t, \vec{X})<\frac{1}{2}
$$

and, since the level set functions are the piecewise linear interpolation of a positive function (i.e. the volume fractions $\lambda_{i, \Delta}$ ), we get $\phi_{j, \Delta}(t, \vec{X})<\frac{1}{2} \forall j \neq i$ namely $\vec{X} \notin \Omega_{j, \Delta}(t) \forall j \neq i$. In the special case in which in a subregion $\widetilde{\Omega}$ there are only two species we get, from the general case, that there are no overlaps between $\widetilde{\Omega}_{i_{1}, \Delta}$ and $\widetilde{\Omega}_{i_{2}, \Delta}$. We have only to prove that

$$
\vec{X} \in \widetilde{\Omega}_{i_{1}, \Delta} \text { or } \vec{X} \in \widetilde{\Omega}_{i_{2}, \Delta}, \text { or } \vec{X} \in \overline{\widetilde{\Omega}}_{i_{1}, \Delta} \cap \overline{\widetilde{\Omega}}_{i_{2}, \Delta} \quad \forall \vec{X} \in \widetilde{\Omega}
$$

We consider the three cases,

1. $\phi_{i_{1}, \Delta}(t, \vec{X})>\frac{1}{2}$, then $\vec{X} \in \widetilde{\Omega}_{i_{1}, \Delta}$;
2. $\phi_{i_{1}, \Delta}(t, \vec{X})<\frac{1}{2}$, so $\vec{X} \in \widetilde{\Omega}_{i_{2}, \Delta}$, in fact: $\phi_{i_{2}, \Delta}(t, \vec{X})=1-\phi_{i_{1}, \Delta}(t, \vec{X})$;
3. $\phi_{i_{1}, \Delta}(t, \vec{X})=\frac{1}{2}$, consequently the point $\vec{X} \in \widetilde{\Omega}_{i_{1}, \Delta} \cap \widetilde{\Omega}_{i_{2}, \Delta}$.

Therefore, we obtain the thesis.

If more than two species are present in a subregion $\widetilde{\Omega}$, then some void space could be generated. This can happen only nearby the triple points, i.e., the points where more than two fluids meet. However, as we will see in Section 7, these void spaces are confined to a cell size.

## 4. Convergence analysis of the one-dimensional case

In one-dimension a more detailed analysis is possible. Let $\mathscr{T}_{\Delta}$ be a uniformly $\Delta x$-spaced 1 D mesh (see Fig. 4) with elements $e_{0}, \ldots, e_{r-1}, e_{r}, e_{r+1}, \ldots, e_{n_{e}}$ and let us consider its dual mesh endowed with an ordered sequence of cells $\tau_{0}, \ldots, \tau_{k-1}, \tau_{k}, \tau_{k+1}, \ldots, \tau_{n_{c}}$. For the sake of simplicity let $u$ be a constant, positive, velocity field (i.e., we are treating a null divergence case) and let $v^{n}=\frac{\Delta t^{n}}{\Delta x} u$ be the Courant number. Notice that, in this case, all the Courant numbers are equivalent to $v^{n}$. Besides, every cell is associated to a mean composition $\lambda_{i, 0}^{n}, \ldots, \lambda_{i, k-1}^{n}, \lambda_{i, k}^{n}, \lambda_{i, k+1}^{n}, \ldots, \lambda_{i, n_{c}}^{n}$ and has two boundary sub-cell compositions $\hat{\lambda}_{i, k}^{\text {n.j }}$ with $j=1,2$. Using a more explicit notation, for the 1D case, we can define the upwind sub-cell compositions as $\hat{\lambda}_{i, k}^{n,+}$ and the downwind sub-cell compositions as $\hat{\lambda}_{i, k}^{n,-}$. Method (7) takes the form

$$
\left\{\begin{array}{l}
\lambda_{i, k}^{n+1}=\lambda_{i, k}^{n}-v\left(\hat{\lambda}_{i, k}^{n,+}-\hat{\lambda}_{i, k-1}^{n,+}\right)  \tag{21}\\
\hat{\lambda}_{i, k}^{n,+}=\lambda_{i, k}^{n}+\delta \lambda_{i, k}^{n++}
\end{array}\right.
$$

While the minimization problem (13) becomes

$$
\left\{\begin{array}{l}
\min _{\delta \lambda_{i, k}^{n+,}} \frac{1}{2} \sum_{i=1}^{n_{s}}\left(\frac{1}{2}\left(\lambda_{i, k}^{n}-\lambda_{i, k+1}^{n}\right)+\delta \lambda_{i, k}^{n,+}\right)^{2}  \tag{22}\\
\sum_{i=1}^{n_{s}} \delta \lambda_{i, k}^{n,+}=0 \\
\delta \lambda_{i, k, \text { min }}^{n,+} \leqslant \delta \lambda_{i, k}^{n,+} \leqslant \delta \lambda_{i, k, \max }^{n_{1},}
\end{array}\right.
$$

where

In the one-dimensional case it is possible, using the modified equation technique, to carry out a convergence analysis, see [14]. Let $U_{i}(t, \vec{X})$ be the modified solution such that:

$$
\lambda_{i, k}^{n}=U_{i}\left(t^{n}, \vec{x}_{k}\right) \forall n, i=1, \ldots, n_{s}, k=1, \ldots, n_{c} .
$$

Moreover, we suppose that $U_{i} \in \mathbb{C}^{2}\left(\mathbb{R}^{+} \times \Omega\right)$, then

$$
\left\{\begin{array}{l}
\lambda_{i, k+1}^{n}=U_{i}\left(t^{n}, x_{k}\right)+\frac{\partial}{\partial x} U_{i}\left(t^{n}, x_{k}\right) \Delta x+O\left(\Delta x^{2}\right)  \tag{24}\\
\lambda_{i, k-1}^{n}=U_{i}\left(t^{n}, x_{k}\right)-\frac{\partial}{\partial x} U_{i}\left(t^{n}, x_{k}\right) \Delta x+O\left(\Delta x^{2}\right) \\
\lambda_{i, k}^{n+1}=U_{i}\left(t^{n}, x_{k}\right)+\frac{\partial}{\partial t} U_{i}\left(t^{n}, x_{k}\right) \Delta t+O\left(\Delta t^{2}\right)
\end{array}\right.
$$

For simplicity we also denote:

$$
U_{i, k}^{n}=U_{i}\left(t^{n}, \vec{x}_{k}\right), \quad \frac{\partial U_{i, k}^{n}}{\partial x}=\frac{\partial}{\partial x} U_{i}\left(t^{n}, \vec{x}_{k}\right), \frac{\partial^{2} U_{i, k}^{n}}{\partial x^{2}}=\frac{\partial^{2}}{\partial x^{2}} U_{i}\left(t^{n}, \vec{x}_{k}\right), \quad \frac{\partial U_{i, k}^{n}}{\partial t}=\frac{\partial}{\partial t} U_{i}\left(t^{n}, \vec{x}_{k}\right) .
$$

Let us now attend to the convergence analysis:
Proposition 9. The method defined by (22) is second order accurate in space and first order accurate in time.

Proof. We first show that

$$
\begin{equation*}
\delta \lambda_{i, k}^{n++}=\frac{1}{2} \frac{\partial U_{i, k}^{n}}{\partial x} \Delta x \tag{25}
\end{equation*}
$$



Fig. 4. The one-dimensional mesh. In the first part are depicted the mesh and the elements $e_{r}$, while in the second part the dual mesh is shown along with its cells $\tau_{k}$.
is the optimal solution of problem (22) for $\Delta x \rightarrow 0$. Substituting (24) in the first of (22) we get

$$
\frac{1}{2} \sum_{i=1}^{n_{s}}\left(\frac{1}{2} U_{i, k}^{n}-\frac{1}{2} U_{i, k}^{n}-\frac{1}{2} \frac{\partial U_{i, k}^{n}}{\partial x} \Delta x+O\left(\Delta x^{2}\right)+\frac{1}{2} \frac{\partial U_{i, k}^{n}}{\partial x} \Delta x\right)=n_{s} O\left(\Delta x^{2}\right)
$$

Therefore, the functional is minimized for $\Delta x \rightarrow 0$. It is also possible to prove that (25) satisfies the constraints of (22), in fact, plugging (25) in the second equation of (22) we get

$$
\begin{equation*}
\sum_{i=1}^{n_{\mathrm{s}}} \delta \lambda_{i, k}^{n_{1,+}}=\sum_{i=1}^{n_{\mathrm{s}}} \frac{1}{2} \frac{\partial U_{i, k}^{n}}{\partial x} \Delta x \tag{26}
\end{equation*}
$$

Then, summing the components of the Taylor expansion $U_{i, k+1}^{n}=U_{i, k}^{n}+\frac{\partial}{\partial x} U_{i, k}^{n} \Delta x+O\left(\Delta x^{2}\right)$ and thanks to (18), we get

$$
\begin{equation*}
\sum_{i=1}^{n_{s}} \frac{\partial U_{i, k}^{n}}{\partial x} \Delta x=O\left(\Delta x^{2}\right) \tag{27}
\end{equation*}
$$

Plugging (27) into (26) we obtain that (25) satisfies the first constraint of (22). Then, substituting the Taylor expansions (24) into (23), we get

$$
\left\{\begin{array}{l}
\delta \lambda_{i, k, \min }^{n,+}=-U_{i, k}^{n}, \\
\delta \lambda_{i, k, \text { max }}^{n,+}=\min \left(\frac{\left(1+D_{\Delta, k}^{n}\right)-v^{n}\left|\|_{k}\right|}{v^{n}| |_{k} \mid} U_{i, k}^{n}, 1-U_{i, k}^{n}\right) .
\end{array}\right.
$$

If $\Delta x$ is small enough, the conditions, above mentioned for $\delta \lambda_{i, k}^{n,+}$, are equivalent to

$$
\begin{equation*}
-\frac{U_{i, k}^{n}}{\Delta x} \leqslant \frac{1}{2} \frac{\partial U_{i, k}^{n}}{\partial x} \leqslant \min \left(\frac{\left(1+D_{\Delta, k}^{n}\right)-v^{n}\left|\rrbracket_{k}\right|}{v^{n}\left|D_{k}\right|} \frac{U_{i, k}^{n}}{\Delta x}, \frac{1-U_{i, k}^{n}}{\Delta x}\right) . \tag{28}
\end{equation*}
$$

And for $\Delta x \rightarrow 0$ Eq. (28) becomes $-\infty \leqslant \frac{\partial U_{i, k}^{n}}{\partial x} \leqslant \infty$ (which is clearly satisfied) except if $U_{i, k}^{n}=0$ or $U_{i, k}^{n}=1$. In that cases we have

$$
\begin{equation*}
\frac{\partial U_{i, k}^{n}}{\partial x} \geqslant 0, \quad \frac{\partial U_{i, k}^{n}}{\partial x} \leqslant 1 \tag{29}
\end{equation*}
$$

respectively. Now we prove that (29) are satisfied. In fact, if $U_{i, k}^{n}=0$, using the Taylor series, we have

$$
U_{i, k+1}^{n}=\frac{\partial U_{i, k}^{n}}{\partial x} \Delta x+O\left(\Delta x^{2}\right)
$$

Then, since $U_{i, k+1}^{n}=\lambda_{i, k+1}^{n} \geqslant 0$ and dividing by $\Delta x$, we get $\frac{\partial U_{i, k}^{n}}{\partial x}+O(\Delta x) \geqslant 0$. Finally, from $\Delta x \rightarrow 0$ we get the first of (28). Using a similar technique we can also prove the second of (28).

We can now estimate the convergence order of our method. Substituting (24) and (25) in the second of (21) we obtain

$$
\left\{\begin{array}{l}
\hat{\lambda}_{i, k}^{n,+}=U_{i, k}^{n}+\frac{1}{2} \frac{\partial U_{i, k}^{n}}{\partial x} \Delta x, \\
\widehat{\lambda}_{i, k-1}^{n,+}=U_{i, k-1}^{n}+\frac{1}{2} \frac{\partial}{\partial x} U_{i, k-1}^{n} \Delta x
\end{array}\right.
$$

and combining them with the first of (21) we get

$$
\begin{equation*}
\Delta t^{n} \frac{\partial U_{i, k}^{n}}{\partial t}+O\left(\left(\Delta t^{n}\right)^{2}\right)=-\frac{\Delta t^{n}}{\Delta x} u\left(U_{i, k}^{n}-U_{i, k-1}^{n}+\frac{1}{2} \frac{\partial}{\partial x} U_{i, k}^{n} \Delta x-\frac{1}{2} \frac{\partial}{\partial x} U_{i, k-1}^{n} \Delta x\right) \tag{30}
\end{equation*}
$$

Using Taylor expansions we obtain

$$
\left\{\begin{array}{l}
U_{i, k}^{n}-U_{i, k-1}^{n}=+\frac{\partial U_{i, k}^{n}}{\partial x} \Delta x-\frac{1}{2} \frac{\partial^{2} U_{i, k}^{n}}{\partial x} \Delta x^{2}+O\left(\Delta x^{3}\right)  \tag{31}\\
\frac{1}{2}\left(\frac{\partial U_{i, k}^{n}}{\partial x}-\frac{\partial U_{i, k-1}^{n}}{\partial x}\right) \Delta x=\frac{1}{2} \frac{\partial U_{i, k}^{n}}{\partial x^{2}} \Delta x^{2}+O\left(\Delta x^{3}\right)
\end{array}\right.
$$

Plugging (31) into (30) and dividing by $\Delta t^{n}$, we obtain

$$
\frac{\partial U_{i, k}^{n}}{\partial t}+u \frac{\partial U_{i, k}^{n}}{\partial x}=O\left(\Delta t^{n}\right)+O\left(\Delta x^{2}\right) \quad \forall n, i=1, \ldots, n_{s}, k=1, \ldots, n_{c}
$$

and the proof follows.

## 5. Numerical solution of the minimization problem

In this section, we study an efficient implementation of a numerical solver for problem (13) and we also give an estimate of its computational cost. In particular, we use a gradient method slightly adapted in order to solve our particular problem.

For every outflow boundary of every cell we pass to the solver the following inputs: $\lambda_{i}, \phi_{i}, D_{\Delta}, v$ and $|\mathbb{\|}|$. Here we drop the indices $k$ and $j$ since we illustrate the algorithm applied to a generical cell and interface. We use the following scheme:

Algorithm 1. We compute the following quantities

$$
\left\{\begin{array}{l}
\delta \lambda_{i, \min }=-\lambda_{i},  \tag{32}\\
\delta \lambda_{i, \max }=\min \left(\frac{\left(1+D_{\Delta}\right)-v| | \mid}{v|\||} \lambda_{i}, 1-\lambda_{i}\right)
\end{array}\right.
$$

and we set $\delta \lambda_{i}^{(0)}=0, i=1, \ldots, n_{s}$. Then, for $m=0,1, \ldots$, we compute

$$
\left\{\begin{array}{l}
N_{i}^{(m)}= \begin{cases}0 & \text { if } \delta \lambda_{i}^{(m)}=\delta \lambda_{i, \min } \text { and }\left(\lambda_{i}-\phi_{i}+\delta \lambda_{i}^{(m)}\right)>0, \\
0 & \text { if } \delta \lambda_{i}^{(m)}=\delta \lambda_{i, \max } \text { and }\left(\lambda_{i}-\phi_{i}+\delta \lambda_{i}^{(m)}\right)<0, \\
1 & \text { otherwise },\end{cases}  \tag{33}\\
\widetilde{G}_{i}^{(m)}=\left(\phi_{i}-\lambda_{i}-\delta \lambda_{i}^{(m)}\right) N_{i}^{(m)}, \\
G_{i}^{(m)}=\widetilde{G}_{i}^{(m)}-\frac{\sum_{j=1}^{n_{s}} \widetilde{G}_{j}^{(m)}}{\sum_{j=1}^{n_{s}} N_{j}^{(m)}} N_{i}^{(m)}, \\
\alpha=\left\{\begin{array}{l}
\min \left(1, \frac{\delta \lambda_{1, \text { max }}-\delta \lambda_{1}^{(m)}}{G_{1}^{(m)}}, \ldots, \frac{\delta \lambda_{n_{s}, \text { max }}^{\left(-\delta \lambda_{n_{s}}^{(m)}\right.}}{G_{n_{s}}^{(m)}}\right) \text { if } G_{i}^{(m)} \geqslant 0, \\
\min \left(1, \frac{\delta \lambda_{1, \text { min }}-\delta \lambda_{1}(m)}{G_{1}^{(m)}}, \ldots, \frac{\delta \lambda_{n_{s}, \min -}-\delta \lambda_{n_{s}}^{(m)}}{G_{n_{s}}^{(m)}}\right) \text { if } G_{i}^{(m)}<0,
\end{array}\right. \\
\delta \lambda_{i}^{(m+1)}=\alpha G_{i}^{(m)}+\delta \lambda_{i}^{(m)} .
\end{array}\right.
$$

If $G_{i}^{(m)}=0, i=1, \ldots, n_{s}$, we stop the iterations.
The algorithm is, in fact, a projected gradient method applied to the given cost function. $\widetilde{G}_{i}^{(m)}$ is a one-sided projection of the gradient on the boundary of the box [ $\lambda_{i, \min }, \lambda_{i, \max }$ ] while $G_{i}^{(m)}$ accounts for the constraint $\sum_{i=1}^{n_{s}} \delta \lambda_{i}^{(m+1)}=0$ by imposing that

$$
\begin{equation*}
\sum_{i=1}^{n_{s}} G_{i}^{(m)}=0 \tag{34}
\end{equation*}
$$

Finally, the coefficient $\alpha$ ensures that $\lambda_{i}^{(m+1)}$ belongs to the feasible set, i.e.

$$
\begin{equation*}
\delta \lambda_{i, \min } \leqslant \alpha G_{i}^{(m)}+\delta \lambda_{i}^{(m)} \leqslant \delta \lambda_{i, \max } . \tag{35}
\end{equation*}
$$

We now define $F_{S}^{(m)}=\left\{i \in \mathbb{R}^{n_{s}}: N_{i}^{(m)}=1\right\}$ as the set of the active components and, similarly, we define $N F_{S}^{(m)}=\left\{i \in \mathbb{R}^{n_{s}}: N_{i}^{(m)}=0\right\}$ as the set of the constrained components.

We can show that this algorithm has some interesting properties:
Proposition 10. If $\delta \lambda_{i, \min } \leqslant \phi_{i}-\lambda_{i} \leqslant \delta \lambda_{i, \max }$, then Algorithm 1 terminates in two steps

Proof. Since $\delta \lambda_{i}^{(0)}=0, i=1, \ldots, n_{s}$, from (35) we have

$$
\left\{\begin{array}{l}
\text { if } \delta \lambda_{i, \min }=0 \text { then } \phi_{i}-\lambda_{i} \geqslant 0 \\
\text { if } \delta \lambda_{i, \max }=0 \text { then } \phi_{i}-\lambda_{i} \leqslant 0
\end{array}\right.
$$

and this implies that $N_{i}^{(0)}=1, i=1, \ldots, n_{s}$. Consequently

$$
\sum_{i=1}^{n_{s}} \widetilde{G}_{i}^{(0)}=\sum_{i=1}^{n_{s}}\left(\phi_{i}-\lambda_{i}\right)=0
$$

and

$$
G_{i}^{(0)}=\widetilde{G}_{i}^{(0)}=\phi_{i}-\lambda_{i} .
$$

Under this condition $\alpha=1$ and then

$$
\delta \lambda_{i}^{(1)}=\alpha G_{i}^{(0)}+\delta \lambda_{i}^{(0)}=\phi_{i}-\lambda_{i} .
$$

Then, at iteration $m=1$, we have $\widetilde{G}_{i}^{(1)}=G_{i}^{(1)}=0, i=1, \ldots, n_{s}$ and, hence, we stop.
We can also prove a more general stopping estimation:
Proposition 11. Algorithm 1 terminates in less than $n_{s}-\left|N F_{S}^{(0)}\right|+1$ steps.

Proof. First we show that if $i \in N F_{S}^{(m)}$, then $i \in N F_{S}^{(m+1)}$. Indeed, from (33) we have that for all $i \in N F_{S}^{(m)}$

$$
\delta \lambda_{i}^{(m+1)}=\delta \lambda_{i}^{(m)}
$$

Therefore, every step of Algorithm 1 can possibly add a further component to $N F_{S}^{(m)}$. A maximum of $n_{s}-\left|N F_{S}^{(0)}\right|$ constraints can be added. If all the components are constrained indeed, for an $m \leqslant n_{s}-\left|N F_{S}^{(0)}\right|+1$, we have $\widetilde{G}_{i}^{(m)}=G_{i}^{(m)}=0$ with $i=1, \ldots, n_{s}$ and the iteration stops.

Conversely, if no constraint is added, the iteration stops. Indeed, if at $m+1$ no constraint is added, then at step $m \alpha=1$ and we have

$$
\delta \lambda_{i}^{(m+1)}=G_{i}^{(m)}+\delta \lambda_{i}^{(m)} \text { and } N_{i}^{(m+1)}=N_{i}^{(m)}, \quad i=1, \ldots, n_{s} .
$$

Moreover,

$$
\widetilde{G}_{i}^{(m+1)}=\left(\phi_{i}-\lambda_{i}-G_{i}^{(m)}-\delta \lambda_{i}^{(m)}\right) N_{i}^{(m)}
$$

and, since from (33) $\left(\phi_{i}-\lambda_{i}-\delta \lambda_{i}^{(m)}\right) N_{i}^{(m)}=\widetilde{G}_{i}^{(m)}$, we get

$$
\begin{equation*}
\widetilde{G}_{i}^{(m+1)}=-G_{i}^{(m)} N_{i}+\widetilde{G}_{i}^{(m)}=-G_{i}^{(m)}+\widetilde{G}_{i}^{(m)} \tag{36}
\end{equation*}
$$

Finally, using (36) in the definition of $G_{i}^{(m+1)}$ we get

$$
\begin{equation*}
G_{i}^{(m+1)}=\widetilde{G}_{i}^{(m)}-\frac{\sum_{j=1}^{n_{s}} \widetilde{G}_{j}^{(m)}}{\sum_{j=1}^{n_{s}} N_{j}^{(m)}} N_{i}^{(m)}-G_{i}^{(m)}+\frac{\sum_{j=1}^{n_{s}} G_{j}^{(m)}}{\sum_{j=1}^{n_{s}} N_{j}^{(m)}} N_{i}^{(m)} \tag{37}
\end{equation*}
$$

Since $G_{j}^{(m)}$ has a zero mean value, last term in (37) is zero. Moreover, since

$$
\widetilde{G}_{i}^{(m)}-\frac{\sum_{j=1}^{n_{s}} \widetilde{G}_{j}^{(m)}}{\sum_{j=1}^{n_{s}} N_{j}^{(m)}} N_{i}^{(m)}=G_{i}^{(m)}
$$

we have that

$$
\begin{equation*}
G_{i}^{(m+1)}=0, \quad i=1, \ldots, n_{s} \tag{38}
\end{equation*}
$$

and the Algorithm terminates.

Proposition 12. Algorithm 1 finds the optimal solution for (13)

Proof. We have already noted that the algorithm produces $\delta \lambda_{i}^{(m)}$ which are always in the feasible region. Then, if we show that the Algorithm finds a local minimum, from the convexity and differentiability of the objective function and of the constraints, it follows that the minimum solution is also the global one.

Let us now show that, if $G_{i}^{(m)}=0, i=1, \ldots, n_{s}$, then there is no improving direction. The allowed improving direction is $\widetilde{G}_{i}^{(m)}$ but, since $G_{i}^{(m)}=0, i=1, \ldots, n_{s}$, we have that $\widetilde{G}_{i}^{(m)}$ is orthogonal to the equality constraint of (13). Therefore there are no improving directions allowed.

## 6. Level set function reconstruction

We need also to build an algorithm to reconstruct the LS function. As we have dropped the usual definition of the distance function, we need to define a proper algorithm for the reconstruction of the LS:

Algorithm 2. If there is an index $\bar{i}$ such that:

$$
\begin{equation*}
\lambda_{i, k}^{n}>\frac{1}{2} \text { and } \lambda_{i, k_{j}}^{n}>\frac{1}{2} \quad \forall k_{j} \in \mathbb{a}_{k} \tag{39}
\end{equation*}
$$

then we set $\lambda_{i, k}^{n}=1$ and $\lambda_{i, k}^{n}=0$ with $i=1, \ldots, n_{s}, i \neq \bar{i}$. Otherwise, we maintain the nodal value $\lambda_{i, k}^{n}$. Then the level set function is updated using (6).

This algorithm does not modify the LS function in all the elements where $\phi_{i, \Delta}^{n}$ equals $\frac{1}{2}$; in other words, the interface position is not modified by this algorithm. Actually, if Eq. (39) is satisfied, from (6) we get $\tau_{k} \in \Omega_{i}$ and therefore we can set $\lambda_{i, k}^{n}=1$. Since the evolution of the interfaces is independent of the set function (see [19,25]), this algorithm does not introduce any error from the LS point of view. The Algorithm 2 does not guarantee the mass conservation in the sense that $\sum_{k=1}^{n_{c}} \lambda_{i, k}^{n}$ is not conserved. However, as it is shown in [24] and in Section 7, the mass discrepancy introduced by the reconstruction algorithm is small.

Having concluded the definition of our method, we devote the next section to its analysis.

## 7. Numerical results

### 7.1. Results

In this section, we introduce some numerical experiments which aim to illustrate the quality of the numerical scheme proposed here. The first one is the convergence result in one-dimension. In this case, in order to accommodate the boundary conditions, we have made a slight modification to the algorithm. In the description of this method we have, so far, neglected the boundary conditions since we wanted to focus on the properties of the method which do not depend on them. We consider a test case with a constant transport speed, i.e., $v=1$ and the domain $\Omega$ is the interval [ 0,1 ]. The initial conditions are $\lambda_{1, k}^{0}=1, \lambda_{2, k}^{0}=0 \forall k$, while $\lambda_{1}^{b}(t)=0, \lambda_{2}^{b}(t)=1 \forall t \in[0, T]$ are the boundary conditions on the left (inflow) side. The problem

$$
\frac{\partial \lambda_{i}}{\partial t}+u \frac{\partial \lambda_{i}}{\partial x}=0
$$

has the following analytical solution

$$
\lambda_{1}(t, x)=H(x-u t), \quad \lambda_{2}(t, x)=1-H(x-u t)
$$

Furthermore, it is possible to compute the $L^{1}$ error on $(0, T) \times(0,1)$ defined as

$$
E_{L^{1}}=\sum_{i=1}^{n_{s}} \int_{0}^{T} \int_{a}^{b}\left|\lambda_{i}(t, x)-\lambda_{i, \Delta}(t, x)\right|
$$

In Fig. 5, we show the $L^{1}$ error of the proposed method, compared with a high resolution Discontinuous Galerkin (DG) method with a MinMod Limiter (see [7]) and with the Godunov (G) method. Our method compares favorably with the DG method,


Fig. 5. One-dimensional convergence of the proposed method (Trac) compared with a Discontinuous Galerkin (DG) method and with the Godunov (G) one.


Fig. 6. Tracking of a square with (a) 10,000 degrees of freedom and $c f l=\frac{1}{10}$ and (b) 40,000 degrees of freedom.
though the regularity of the solution limits the convergence rate. In fact, in this case, both our method and the DG one are only first order accurate.

Let us now consider some classical examples in two-dimensions: in Fig. 6(a) we outline some results obtained with a rotational field $\vec{V}(\vec{X})=\left[-X_{2}-1, X_{1}-1\right]$, where $X_{1}, X_{2}$ are the cartesian components of $\vec{X}$. A square is filled with a fluid tagged as $A$, the remaining space is filled with a fluid tagged as $B$; the square lower left corner coordinates are $[0.8,0.2$ ] and the upper right corner coordinates are [1.2, 0.6]. If we compare with the comprehensive benchmark analysis performed in [9], we see that our results are intermediate, nevertheless our method has the possibility to track a large number of fluids and has good conservation properties. In Fig. 7(a) the mass ratio between the volume occupied by the subdomains $A$ and $B$ and the total volume is shown. As it can be seen, the volume is almost perfectly conserved. In Fig. 7(b) the same experiment is performed applying the LS reconstruction Algorithm 2 at time steps 600, 1200 and 1800. The volume changes of subdomain A are very small.

As we have already pointed out, our method has the possibility to track a large number of fluids, according to what we show in Fig. 8. Here we consider the foregoing case with the difference that we deal with three fluids: the first, tagged as $A$, fills the inner square, the outer is filled with fluid $B$ and the remaining space in the domain is filled with fluid $C$, see Fig. 8(a). The coordinates of the lower left - upper right corners of the inner square are respectively $[0.9,0.3],[1.1,0.5]$ while the outer square corners coordinates are [0.8, 0.2], [1.2, 0.6]. As one can see from Fig. 8, the tracking performances are independent of the number of the species being tracked.

In Fig. 9 we track three non-nested fluids, showing the coherence between the three tracked interfaces; the small rectangle filled with fluid $C$ has the following corners coordinates: $[0.75,1],[1.25,1.45]$. The fluid $B$ fills a more complex region, that is the complementary part of the rectangle $C$ in a rectangle with corner coordinates $[0.5,0.45],[1.5,1.45]$. The remaining part of the computational domain is filled with the fluid $A$. In this test case, we show the performances of our method when some triple points (in this case two) are present. The void spaces are very small and the interfaces between the fluids are almost coherent.


Fig. 7. (a) The conservation of the mass fraction of species $A$ (dashed line) and $B$ (dash-dot line) plotted against the time steps. (b) The conservation of the species $A$ when a reconstruction algorithm is applied.


Fig. 8. Tracking of two nested squares with (a) 10,000 degrees of freedom and (b) 40,000 degrees of freedom. In this case three species are involved: the inner square is filled with the species $A$, the outer with species $B$ and the rest of the domain with species $C$.


Fig. 9. Multi-fluid tracking using 10,000 degrees of freedom. (a)-(c) are the computed interfaces after half a turn and (d)-(f) are the initial configurations.

## 8. Conclusions

We have devised a coupled level set - volume tracking method that has been implemented in one, two and three-dimensions, see [24]. It is computationally efficient and able to perform on general unstructured grids. It is currently used in geophysical simulations, where the velocity field is computed by solving a Stokes problem [15] and has demonstrated its flexibility in treating complex simulations. Because of its local structure, it is easily parallelizable. In forthcoming works we will show more details about applications to the multi-fluid geological simulations and we will investigate some higher performance implementations of our code.
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